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1 Introduction

Arthur Koestler (1967, 1969, 1978) introduced into science the concepts of a „holon“ and of a „holarchy“. A holarchy is according to A. Koestler a tree-like hierarchy where the nodes of the tree - the components of the hierarchy - are autonomous intelligent acting I/0 systems. 

Koestler calls such components “holons”. Holarchies provide according to Koestler the appropriate conceptual framework for modeling and simulation of self organizing open hierarchical systems as they can be found in biology, medicine, sociology and management science. Especially he was interested to use holarchies for modeling the function of the human brain. In the past years artificial intelligence developed the topic of agent systems. Agents are intelligent acting systems which are able to perform certain tasks in an autonomous way. For the user agents are usually invisible. In case that agents are information processing systems their realization can be done in software (software agents). The elaboration of agent methodology led to the concept of a “multi-agent”, a network of cooperating agents (e.g. J. Ferber 1999). Agents have a conceptual similarity to the holons of A. Koestler. It seems to be natural to try to make use of the available agent technology to construct a network of systems which constitute a holarchy in the sense of A. Koestler. We call such system a Multi-Agent Holarchy. 

In this paper we try to make a first step towards such an investigation. Besides of the work of Koestler and the existing models for multi-agent systems we base our paper here on earlier work of this author (Pichler 1995, 1999).

2 Holons and Holarchies

A holon, according to Koestler is a model-component with a “Janus face” - one side looking “down” and acting as an autonomous system giving directions to “lower” components and the other side looking “up” and serving as a part of a “higher” holon.

Holons, in the sense of Koestler, are essential in hierarchical systems with intelligent performance. They allow the modeling of complex phenomena in a non-reductionistic way. In a multi-strata hierarchy, in the sense of M. Mesarovic (1970) (a hierarchical ordered system where every level is a domain specific abstract version of the overall complex real system under consideration) holons are the components for modeling parts of the system at different levels. They emerge in this case from the dependent holons in the model of the next lower level.

In the case of multi-strata hierarchies the mathematical concept of structural “morphisms” – used to relate models of different levels onto each other - plays an important role. Using this concept there is a good chance that a rigorous mathematical approach to construct such models does exist and strong mathematical oriented means for their analysis will be available.

A different situation is given by hierarchies which are multi-layer systems (in the sense of M. Mesarovic). These are hierarchies which model the overall system, where the components receive “orders” from components above and transmit “orders” to components on the next lower layer of the model. When Arthur Koestler introduced his concept of a “Selforganizing Open Hierarchical Order” (SOHO) he had a multi-layer hierarchy in mind with holons as the components.

Holons in the sense of Koestler are important modeling means for components of any hierarchical model of a real system with complex behavior. 

Systems Theory, the scientific discipline which provides formal models for solving complex problems in science and engineering, has the task to elaborate the concept of holon and related holonic models and to provide methods and computerized tools for its application.

In the following we will try to explain the approach of Arthur Koestler.

First, we mention again the concept of the “Janus face” nature of a holon, which is emphasized by Koestler. This concept assures compactness of a SOHO structure with respect to the vertical coupling of its layers as well as the independence of holons (which are the components) at each layer. Immediately one is confronted here with the question, how the “Janus face” of holons laying in the most upper and the most lower layer of the “holarchy” is realized. We believe that such holons have to rely for their function in a great deal on “art”. The highest level upper holons need, for their role in giving guidance and orientation to the holons below, a reference systems – mostly available to them by intuition – on which to base their decisions. The “Janus face” of those holons, with respect to its looking “up”, can usually not be achieved by learning alone but needs a certain talent to build the proper reference system.

On the other hand, holons which are situated on the lowest layer need for the “down” looking “Janus face” a skill comparable to handcraft, to realize and integrate the processes which define the lower boundary of the SOHO-structure. This skill can again be considered as a kind of art which can only be acquired by practical experience. From this point of view, the holons on the upper and lower boundaries in a SOHO-structure play an important role and deserve special attention. It is mainly their proper functioning which defines the quality of performance of a SOHO-structure. Although such considerations might be evaluated as being trivial, it might be interesting to the reader to construct his own example. In the organizational structure of  a company, the people at the highest management level and the workers on the lowest level are in that sense critical holons, which realize the input/output processes on the interfaces of a SOHO-structure which is embedded in an environment consisting of the market.
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Figure 1: Communicating a reference system to the most upper holons of a holarchy 

(from a book by Robert Fludd)

By our above arguments the holons of the layers between are classified as a type of administrative helpers. The realization of their “Janus face” does not need the kind of “art” or “skill” necessary for the holons on the upper and lower bounds of a holarchy (SOHO-structure). However, this should not make them less important. To avoid “bureaucracy” these holons have to perform their Janus faced function in an intelligent manner and have to possess a certain autonomy. Furthermore the holons on intermediate levels are strongly responsible for the selforganizing property of a SOHO-structure. Using constraints they detect the need for restructuring the hierarchical order, including the cancellation of holons and their depending parts or the addition of new holons in order to adapt to requirement changes and improve performance. Although flat hierarchies with a small number of intermediate levels are often  desirable, the complexity which exists or is demanded of a real system very often requires a certain number of intermediate levels.

The choice of words which we use suggests to the reader the organizational  structure of a country, a company, or a governmental administrative division as a valid example of a SOHO-structure. However, Koestler’s conceptual framework has a much wider domain of application, for example any living organism, a forest but also biological cells or a fully automated manufacturing system, are real systems to which this framework can be applied. 

Hierarchies are already models in a decomposed form. The different control- and communication channels between the holons constitute the coupling system of the decomposition. A hierarchy with holons as its components, a holarchy, constitutes generally a very desirable decomposition of the overall system. 

In the case of a “multi-strata holarchy” (in the sense of Mesarovic-Koestler) the overall model is decomposed into different levels, where each level models the real system in discussion from a certain domain-specific and abstract point of view. Within a domain-specific view of modeling, the model represented by a multi-strata hierarchy at a certain level is a refinement of the models of the levels above. Very often this refinement is realized by an accompanying decomposition, such that to a component of a level-model several components are assigned in the refined version of this component at the next lower level. In this case components of a certain level in a multi-strata model have a “Janus face” in the sense of Arthur Koestler. The question is, whether the necessary additional features of components of this kind can be found, such that they can be considered as holons. The answer can be positive if we assume, that the performance of the model has also a stratified structure such that every level-model has to meet certain performance criterion as determined for that level. Then “intelligent” behavior of the level components are required and self-organisation of some kind might be necessary to meet the performance requirements.

Examples are given by “design hierarchies” as used in the design of microelectronic circuits or generally in the use of the methodology of systems engineering. Other examples are given by “evolution hierarchies” as represented by models of the evolution of living systems or also in some respect by the evolution of machines such as transportation devices (e.g., cars, railways, airplanes, ships) or machining tools (e.g., lathes, tool making machines, robots).

Another type of decomposition of a model as discussed above is given by a multi-layer representation of the model. There the individual components are ordered hierarchically and depending on the level in the hierarchy they have to fulfill specific functions. Examples of typical applications of multi-layer hierarchies are given by organization charts of a company which determines the responsibility in decision making, supervision, and workload distribution. While for multi-strata decomposition of formal models many systemstheoretical methods do exist, not so many methods for multi-layer decomposition are known. Their existence depends very often on an evolutionary process over a rather longer period of time. As mentioned already in the introductory part, multi-layer hierarchies are however well suited as the framework of a holarchy. The performance of such a “multi-layer holarchy” depends strongly on the degree of autonomy of the individual holons. The extreme case, that  the holons depend in their functioning completely on the leading holons of the most upper layer represents dictatorship with a central organization enforcing bureaucracy. The other extreme case that the individual holons of a multi-layer holarchy are completely independent determines an uncoordinated system which most likely performs in a chaotic manner. To find a balance between these extreme cases is an important goal in the design of complex systems. However it seems, that a mathematical approach to support such a design is not currently available. This results in practice, for example, in permanently changing architectures of socio-economic systems depending on the political orientation of the decision makers. In the case that the upper holons of the holarchy emphasize the free market they trust that selforganization will eventually bring the system into the wanted balance. In many practical cases this might not happen during the envisaged time horizon and the goal is not reached. On the other hand a completely planned and controlled market has always the danger that certain holons or clusters of holons of the hierarchy will not function as planned and will not contribute towards the wanted balance. 

Arthur Koestler defines for the SOHO-structure explicitly what he means by the “Janus face property” of a holon. When looking “down”, a holon represents a quasi-autonomous whole (self-assertion tendency) such that the depending holons of the next level have for performing their main function no need in coupling their input- and output channels to other holons.

On the other hand, looking “up”, a holon integrates its functions into a existing or developing whole (integration ability).

In the case of living systems Koestler points out that in adult holons the self-assertion tendency is realized by the emphasis on rituals caused by instincts and by stereotypical thinking caused by past experience. The ability to integrate is supported by the creativity of a holon to adapt to new needs of the associated whole.

According to the hierarchical functioning of a holarchy Koestler distinguishes between input-hierarchies and output-hierarchies. Input hierarchies in the sense of Koestler operate to achieve from the signals and states associated with holons on lower levels an abstraction or generalization represented by the signals and states of holons on upper levels. Input hierarchies have therefore the main function to compute the emergent properties in a holarchy.

Output-hierarchies, on the other hand are defined by Koestler as holarchies which operate in the opposite direction of an input hierarchy. They take signals and states from holons of upper levels and transform them to specific concrete signals and states suitable for the proper operation in holons of the lower levels of a holarchy.

Further properties which are introduced by Arthur Koestler to specify a SOHO-structure concern the degree of arborisation of a holarchy and the degree of reticulation of such a structure. Further he discusses the importance of regulation channels, which take care that in a holarchy signals are transmitted only one step at a time, up or down. The holons of a SOHO-structure have to be balanced between being “mechanized” and having a certain degree of “freedom”. Holons on higher levels have usually more freedom for their operation while holons at lower levels will usually have to follow more mechanized patterns in their operation. Another important property of a SOHO-structure concerns its degree of performance between dynamical equilibrium and complete disorder. Dynamical equilibrium is achieved if the self assertion tendency and the integration tendency of the holons counterbalance each other. Disorder appears if those tendencies dominate each other. In this context it might be interesting to mention that Koestler states that the rules of a social holon are not reducible to the rules which conduct its members. 
The final statements in Koestler’s definition of the properties of a SOHO-structure are devoted to regeneration. Critical challenges caused by the environment of a holarchy result in changes of rules for operating holons such that an adaption to new circumstances is realized by a reached new state of equilibrium.

3 Agents and Multi-Agent Systems

In the definition of „agents“ and „multi agents“ we follow directly J. Ferber (1999). An agent is a physical or virtual entity which

(a) is capable of acting in an environment,

(b) can communicate directly with other agents,

(c) is driven by a set of tendencies (in the form of individual objectives or of a satisfaction/survival function which it tries to optimize),

(d) possesses resources of its own,

(e) is capable of perceiving its environment (but to a limited extent),

(f) has only a partial representation of this environment (and perhaps non at all),

(g) possesses skills and can offer services,

(h) may be able to reproduce itself,

(i) whose behavior tends towards satisfying its objectives, taking account of the resources and skills available to it and depending on its perception, its representations and the communications it receives. 

Having the properties (a) - (i) an agent can be considered as an “intelligent system”. An agent can also be considered as an I/0 Systems serving an user as part of the environment. 

A multi-agent system (or MAS) is according to J. Ferber a system which is defined by the following elements:

(1) An environment, E, that is, a space which generally has a volume.

(2) A set of objects, O. These objects are situated, that is to say, it is possible at a given moment to associate any object with a position in E. Some objects are passive, that is, they can be perceived, created, destroyed and modified by active objects.

(3) An assembly of agents A, which are specific objects (A(O), representing the active objects of the system. 

(4) An assembly of relations, R, which link objects (and thus agents) to each other.

(5) An assembly of operations, Op, making it possible for the agents of A to perceive, produce, consume, transform and manipulate objects from O.

(6) Operators with the task of representing the application of these operations and the reaction of the world to this attempt at modification, which we shall call the laws of the universe.

From a systems point of view a MAS can be viewed as an open system consisting of a network A of agents and a set of O objects on which they act. Both sets are coupled to the environment E which includes also the model of the user. In case that there are no objects in a MAS (O=() the MAS is called a purely communicating multi-agent system (CMAS).

In case that the set A of agents and the set O of objects of a MAS together with channels between them have a tree-like hierarchical order we are conceptually close to the definition of a holarchical system of A. Koestler. The individual agents of the tree-structured MAS can be considered as holons. The objects which are situated on the same level of an agent (holon) can be considered as the (physical) work-pieces associated with it. the environment E models the outer world of the holarchical system which is defined by the MAS.

In MAS research and development two different schools of thought are appearent. The “cognitive school” assumes that each agent acts as an “intelligent” system.

A MAS can then be considered as a topic of “distributed artificial intelligence” (DAI). By contrast the second school, the “reactive school” assumes that the individual agents of a MAS have not necessary to proof a certain degree of intelligent behavior in order that the MAS as a whole demonstrates intelligent behavior. The intelligence of MAS is, in this case, considered to emerge as a system property generated by subsystems. 

A holarchical system of A. Koestler does not distinguish sharply between these two viewpoints. Holons have to be intelligent systems, however it is assumed also that the whole holarchy has in reaction to the intelligent behavior of the individual holons an overal intelligent behavior which emerges as a new system property. 

4 Multi-Agent Holarchies: Conceptual Foundation

After our reviewing of the concept of a “holon” and of “holarchy” as introduced by A. Koestler and the discussion of the definition of an “agent” and of a “multi-agent system” as given by C. Ferber we want to compare these two approaches in modeling complex distributed intelligent systems. Our goal is to point out that holons can be considered as agents and that a holarchy (a model which has a SOHO-structure as defined by A. Koestler) is a specific multi-agent system. If we are able to show this, the existing multi-agent methodology together with the associated multi-agent software technology can be used to model and simulate holarchical systems.

Let us start in identifying Koestler’s holons as agents. Each holon of a SOHO-structure has the ability to interact with the overal environment such that (a) of the definition of an agent is fulfilled. Furthermore for each holon there exist communication channels to its “master holon” above and to all holons which are subholons of it on the next layer. This means that (b) is valid. Koestler assumes from each holon of a SOHO-structure that it performs according to a overal performance criterion given for the whole holarchy. Therefor a holon fulfills (c). Koestler does not assume expressis verbis the properties (d), (e), (f) for a holon. However these properties of an agent do not contradict with Koestler’s holons and might be assumed. The property (g) of an agent is for Koestler of special importance. Each holon of a SOHO-structure is assumed to have special skills to offer services to its associated “master holon”. The property (h) of an agent, the ability of self-reproduction is a property which is specifically emphasized in Koestler’s definition of a holon. The same applies to the property (i) of an agent. A holon tries always to meet a given performance criterion under the given constraints in resources, skills and available information. We conclude that holons can be considered as agents. 

Next we compare the properties of a holarchical system HS (a model with a SOHO-structure) with the properties (1) to (6) as assumed by C. Ferber (1999) in the definition of a multi-agent system MAS. 

In (1) it is stated that the environment of a MAS should have the property of a space with nonempty volume (measure). Since a HS being an open system interacts with an environment assumption (1) is acceptable also for a HS. A MAS has a set O of objects which are positioned in E. Some of the objects are according to (2) passive and can be perceived, created, destroyed and modified by other objects, the active one, which are according to (3) agents. In a HS holons can be considered as objects of a MAS, which are because of their janus-face active (acting as master-holons) and passive (acting as sub-holons) at the same time. With this interpretation of holons (2) and (3) as required for a MAS are by a HS fulfilled. A HS fulfills furthermore the properties (4) to (6) of a MAS however with the restrictions which are given by the tree-hierarchy of a HS. A holon will apply operations from Op to perceive, produce, consume, transform or manipulate only to the associated sub-holons.

This concludes our discussion to compare HS and MAS. We have pointed out that the conceptual framework of a SOHO-structure as introduced by Koestler is fully compatible with the elaborated modern concept of a multi-agent system. Since MAS methodology and the associated MAS software technology (regarding modeling and simulation) has reached a high standard, we are optimistic that they can provide the proper means to model and simulate the kind of complex biological or socio-economic systems which Koestler had in mind. Besides it should also be possible to apply MAS technology to the field of “Holonic Manufacturing Systems” (Kawamura (1997)), a field which has found international interest in Robotics and Manufacturing (Jacak (1999)).

To approach the concept of a “Multi-Agent Holarchy” we introduce the concept of an organisation in a MAS. After Morin 1977 (as sited in Ferber 1999) an organisation is defied as 

“an arrangement of relationships between components or individuals which produces a unit, or system, endowed with qualities not apprehended at the level of the components or individuals. The organisation links, in an interrelational manner, diverse elements or events or individuals, which thence forth become the components of a whole. It ensures a relatively high degree of interdependence and reliability, thus providing the system with the possibility of lasting for a certain length of time, despite chance disruptions”.

Therefor if we assume for a MAS to constitute a organisation we get a hierarchically ordered multilevel system.

Ferber 1999 comments on this part (p. 90):

“The concept of levels of organisation makes it possible to consider the embedding of one level into another. In the same way that, in biology, a cell is considered as being an organisation of macromolecules and at the same time an individual being for the multicellular organism of which it forms a part, we can similarly consider that an organisation is an aggregation of elements of a lower level and a component in organisations of a higher level).”

Furthermore this saying is supported by the following Figure 2.
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Figure 2: Agents at level n are grouped into organisations which can be considered at level n+1 as individual entities. Inversely, individual entities at level n+1 can be seen at level n as organisations. The process can be repeated on any number of levels (from C. Ferber (1999))

We are now at the point, where we are able to compare A. Koestler’s concept of a holarchy with the concept of a multi agent system which is an organisation (organisational multi agent system OMAS).

Both are tree-like hierarchical structures with autonomous intelligent acting components being the nodes of the tree-structure. The architecture and the kind of components seems to be of the same kind. Although A. Koestler had with his “holons” models from the biological fields in mind he did not specify in detail their functional behavior or their structural internal properties. Here the conceptualisation is in case of agents on a advanced state of development and can be used for the construction of special types of holarchies. This applies also to concepts for a formal specification of holons where different formalism for agents are known. A further progress in methodological matters of “agent technology” with respect to Koestler’s framework its operationality with respect to software implementation. This allows the effective construction of simulators for multi agent systems and can naturally also be used to simulate holarchies. At the time of the appearance of Koestler’s work (1967) the science and art of model based simulation was still in an early stage. Furthermore Koestler himself had, as we guess, no close relations to computers and programming and did therefor probably not explore any application of simulation.

Agents, following the terminology of Ferber (1999) can realize different organisational function such as being a supplier (servicing customers), a mediator(managing execution requests), a planner (determining actions to be taken), a coordinator (distribution of actions and execution requests), a decision maker (taking the choice between different possible actions) or a executive (realizing actions).

Such functions can also be observed for holons. A difference is, however, that the holons of Koestler are according to their role in fulfilling an organisational function hierarchically ordered but the agents in an OMAS are seemingly all on the same level and they define as group-collections only virtually agents of conceptual abstract kind on levels above.

In the next chapter we will see that this difference is only artificial and we are able to remove this by assigning to holons the proper organisational function.

5 On Construction of Multi-Agent Holarchies

In the following we try to construct a formal model for the architecture of a holarchy such that its components are possible candidates to perform organisational functions as agents of a OMAS. In consequence the existing multi-agent system methodology can be used to realize specific agents in line with Koestler’s concept of a holon and to assure properties which are requested for a holarchy. If this is successfully done, we call such a holonic organisational multi agent system (HOMAS). Although in this first attempt we will not be able to show the construction of a HOMAS in detail. However, thanks to the developed state of multi agent systems methodology we can claim that this is possible for many cases of specific SOHO structures. In our proposed construction we follow Pichler (1999).

We start with the principal task of describing the systems architecture of a holarchy with the usual systems-theoretical means. A holarchy in the sense of Koestler can be classified as a multi-level system in a kind of a multi-layer system (in the sense of Mesarovic-Takahara (1970)) with – as seen top-down – a graph-theoretical tree-structure. Its components M(i,j) (= the j’th component on the i’th level) interact with the network and with the environment by the following couplings:

(1) each component M(i,j), (i=0,1,2,...,n-2) is coupled to its associated “parts” which consist of components M(i+1,k), k=l(1),l(2),...,l(i,j), of level i+1

(2) from each component M(i,j) (i=1,2,...,n-1) we have couplings to exactly one associated component M(i-1, k(i,j)) of the level i-1 above, the associated “whole”. Level 0 contains only one component M(0,1), the “root” of the network. M(0,1) has, according to our definition, no associated “whole” above it.

(3) each component M(i,j) of a holarchical network is coupled to the environment E of the network. In this sense all components M(i,j) can be considered as “open”.



To model the couplings of a holarchy different concepts can be used. In the simplest case coupling can be defined by joining variables, dynamic or static, of the individual components. In more complex cases functions or relations (static or dynamically generated by some kind of “machines” such as, for example, marked petri-nets) can be used to define the couplings. In general, since in practice the different levels have a different semantic meaning, coupling operations have to be transducers to establish the proper connection between the different levels of language use.

In the simplest case a component M of a holarchy can be modeled by an I/0 relation M(X(Y, where X is the set of inputs and Y the set of outputs. A component of this kind is also called a “general system” (in the sense of M. Mesarovic (1975)) or a “black box” (if nothing is stated about how the I/0 relation M is constructed). However, as seen from the systems-theoretical point of view, the most desirable formal model for a component of a holarchy is given by a dynamical system with input and output DS. Most often a DS will be defined by an associated “generator” in the form of equations which describe locally the rate of state-changes. Examples are here given by differential- or difference equations, by marked petri-nets, by formal grammars, by the rule-bases of expert systems or by finite state machines. 

A hierarchical decomposition of a complex system, as requested by A. Koestler for building a holarchy, results in a division of the workload among the different components. While components M(i,j) of “higher” levels (i=1,2,...), to fulfill the functional requirements as posted by the environment E, contribute mostly to the planning part, the components M(i,j), (i=n-1,n-2,...) of the “lower” levels have to put an emphasis on the “physical” realization of the “tasks” as required by the environment. Besides observing the fulfillment of functional requirements, as they are stated via the associated “whole” M(i-1,k) above, they have to contribute to satisfying non-functional requirements which are typical for the associated level i. As a consequence the formal models to be used in the different levels of a holarchy have to differ in their granularity. While on higher levels symbolic operations which reflect qualitative features will be dominant, the models of the lower levels will have to perform numerical and quantitative operations. 

To make the mathematical analysis of a holarchy feasible, it is advisable to choose the model-types for the different components M(i,j) as homogeneously as possible. To give an example, if we use for all components formal models of a dynamical system with input and output, then we are able to apply the concept of “dynamorphism” as introduced by M. Arbib (Pichler 1983) to describe the couplings between the different levels. Furthermore, in case of the existence of an effective method to decompose a specific type of dynamical system, we are able to build the network in a top-down manner starting from the dynamical system given on top.

The most important feature of an holarchical network, as defined by Arthur Koestler, concerns its self-regulating property. It is assumed that such a network adapts automatically to new requirements (as given by the environment) and automatically corrects internal faults by establishing a new configuration of its architecture. 

Self-regulation in that sense is only possible if every component possesses a certain degree of autonomy to be able to respond in the appropriate intelligent manner. The model-types of classical systems theory, which are by their tradition rather “mechanical”, have to be extended towards “biological” features such as learning, adaptation and others. In the following we try to sketch principal approaches to construct such extensions.

As we know, each component M(i,j) of an holarchical N(M) represents, for its associated “parts” T(,T2,...,Tl which “live” on the level i+1 below, a “whole”. There exists no direct coupling relation between the parts; the necessary “communication” has to be established via the whole M(i,j). If we answer the question, how for a given component M(i,j) (i=0,1,...,n-1) the associated parts T(,T2,...,Tl can be constructed, we have also the means to design by iteration “top-down” the whole network N(M) starting on level 0 with a initial given “machine” M. By E we denote the set of all functional and non-functional requirements which M has to fulfill. In this case we write M(E. 

The principal idea for our approach consists of the first step in the construction of a decomposition K(M0,M(,...,Ml) of M(i,j) into components Mi(i=0,1,...,l) which fulfill individually associated requirements Ei (i=0,1,...,l) such that their “union” covers E; E0(E((...(El(E. In this case we write K(M0,M(,...,Ml) ( M(i,j). In a second step we distribute the workload (= the tasks to be solved) of M(i,j). We determine that the component M0 of the decomposition K(M0,M(,...,Ml) will be executed by M(i,j) on level i. However, the components M(,M2,...,Ml, which are left, are only planned by M(i,j) on level i. Their execution is delegated to the associated parts T(,T2,...,Tl on level i+1 of the network. This requires that each part Ti (i=1,2,...,l) simulates the associated component Mi in such a way, that the set Ei of requirements which are assigned to Mi are fulfilled. A simulation of Mi by Ti is denoted by Ti (i Mi. Figure 1 shows, using a block-diagram the relation between the “whole” M, the decomposition K(M0,M(,...,Ml) and the associated “parts” T(,T2,...,Tl.




For the construction of a decomposition K(M0,M(,...,Ml) of M two different types of methods can be distinguished: for a given pair (E,M) one type is given by methods which establish a proper selection of components M0,M(,...,Ml (known to the designer by past experience) together with an applicable coupling relation K so that K(M0,M(,...,Ml) is a decomposition of M. Methods of this kind are here called “inductive”. The second type of methods, which we call “deductive methods”, compute by mathematical-logical reasoning, starting from a given M, an associated decomposition K(M0,M(,...,Ml). In this case the components Mi(i=0,1,2,...,l) of the decomposition are specific homorphic images of M which reflect certain structural and behavioral properties. The coupling relation K ensures it provable that K(M0,M(,...,Ml) simulates M such that M(E is valid.

The design of the overal holarchical network is established by a top-down procedure, which starts with the set E(0) of requirements to be fulfilled by the model M(0) at top-level 0. The decomposition K(M0(0),M((0),...,Ml(0)) derived for M(0) determines the partition of the workload between level 0 and level 1. M0(0) describes the execution part of systems activity at level 0, M((0),...,Ml(0) determines the planning part of M(0) at level 0. The task of execution of this planning is delegated to the associated parts T((0),T2(0),...,Tl(0) at the next level 1 below. Each part Ti(0), i=1,2,...,l(0) is now considered as a formal model Mi(1) on level 1 which is the basis for a continuation of the procedure that is: decomposition into an execution part and a planning part, followed by the delegation of the planning part to the next level. After k steps the procedure stops at formal models Mi(k) which can be fully executed and do not require the delegation of a planning part to parts at a next level below. 

So far we did not mention any relation of the constructed abstract architecture to organisational multi-agent systems (OMAS). However, the reader which is familiar with the concept of OMAS has most likely already seen this relation. A component M at a level i (see Figure 3) can be seen as model which represent the emerging collective behavior of the models M0,T1,T2,...,Tl. M is mainly a planning agent which determines by M1,...,Ml the kind and distribution of actions for the agents T1,T2,...,Tl of level i+1 and by M0 the action for (own) execution on level i. The simulation assignments (1,(2,...,(l realize a “membrane” (Ferber (1999)) between level i and level i+1. The simulation assignment ( assures the decomposition of M into K(M0,M1,...,Ml).

We see that the proposed interpretation of model-decomposition leads on the one hand to a hierarchical order in the sense of A. Koestler which is needed for a holarchy and on the other hand also to the concept of a organisational multi-agent system, where the different levels model the emerging properties of a collective. The used “trick” is, to have on level i an agent which reflects by M the emerging collective properties of T1,T2,...,Tl.of the agents on level i+1 and which determines by M0 its own execution function and determines by M1,M2,...,Ml the tasks for T1,T2,...,Tl. of level i+1.

6 Conclusion

The paper considers in an informal manner the concepts of “holon” and “holarchy” as introduced 30 years ago by A. Koestler to model complex systems in the biological and socio-economic fields. In addition it discusses the modern concept of “agent” and “multi-agent system” which are currently in use in modeling and implementing distributed software-systems which assist intelligently the user in solving certain tasks. The comparison of these two approaches in modeling shows that multi-agent systems are appropriate conceptual means to model Koestler’s complex systems with SOHO-structure. Furthermore they provide the computational means for the simulation of such systems. This gives us for the future some hope that the work of Koestler in modeling complex systems such as the dynamics of the evolution of species or brain functions has a chance to be continued.

On the other hand by following such research goals of A. Koestler might also be fruitful to the further elaboration and extension of multi-agent systems methodology and the associated tools. 
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Figure 3: Example of the tree-like architecture of a holarchy
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Figure 4: Requirement delegation from M to the components T(,T2,...,Tl
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