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1. Introduction

Arthur Koestler, well known as an author of numerous books, introduced in his work (Koestler 1967, 1969, 1978) a framework to describe the architecture of complex intelligent systems. Furthermore he tried to apply this framework to problems in different areas such as in brain research or in biological evolution. The main focus in describing this framework is given by Koestler to the concept of a „holon“, the janus-faced component of a hierarchical order, called by Koestler a „holarchy“. The collection of „Some General Properties of Self-Regulating Open Hierarchic Order“ (SOHO) as they are stated in the works of Koestler define in natural language the basic features of a holarchy.

In this paper we will try to interpret Koestler’s holarchy in terms of systems theory. This means that our interest lies in the construction and investigation of formal models which are a part of systems theory. It will not be possible to cover all system-theoretical aspects of Koestler’s architectural framework. However, we hope that we will be able to provide the basis for continuing work to reach a reasonable degree of systems theoretical knowledge for the use of the concept of a holarchy in practical applications.

This is motivated by the fact that recently in different areas, such as in organization (Mathews 1996), and in manufacturing (Kawamura 1997), promising applications of the holonic approach have been proposed and investigated.

2. Holarchical Networks

Modeling the Architecture

We start with the principal task of describing the systems architecture of a holarchy with the usual systems-theoretical means. A holarchy in the sense of Koestler can be classified as a multi-level system in a kind of a multi-layer system (in the sense of Mesarovic-Takahara (1970)) with – as seen top-down – a graph-theoretical tree-structure. Its components M(i,j) (= the j’th component on the i’th level) interact with the network and with the environment by the following couplings:

(1) each component M(i,j), (i=0,1,2,...,n-2) is coupled to its associated “parts” which consist of components M(i+1,k), k=l(1),l(2),...,l(i,j), of level i+1

(2) from each component M(i,j) (i=1,2,...,n-1) we have couplings to exactly one associated component M(i-1, k(i,j)) of the level i-1 above, the associated “whole”. Level 0 contains only one component M(0,1), the “root” of the network. M(0,1) has, according to our definition, no associated “whole” above it.

(3) each component M(i,j) of a holarchical network is coupled to the environment E of the network. In this sense all components M(i,j) can be considered as “open”.
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Modeling components
In the simplest case a component M of a holarchy can be modeled by an I/0 relation M(X(Y, where X is the set of inputs and Y the set of outputs. A component of this kind is also called a “general system” (in the sense of M. Mesarovic (1975)) or a “black box” (if nothing is stated about how the I/0 relation M is constructed). However, as seen from the systems-theoretical point of view, the most desirable formal model for a component of a holarchy is given by a dynamical system with input and output DS. Most often a DS will be defined by an associated “generator” in the form of equations which describe locally the rate of state-changes. Examples are here given by differential- or difference equations, by marked petri-nets, by formal grammars, by the rule-bases of expert systems or by finite state machines. 

A hierarchical decomposition of a complex system, as requested by A. Koestler for building a holarchy, results in a division of the workload among the different components. While components M(i,j) of “higher” levels (i=1,2,...), to fulfill the functional requirements as posted by the environment E, contribute mostly to the planning part, the components M(i,j), (i=n-1,n-2,...) of the “lower” levels have to put an emphasis on the “physical” realization of the “tasks” as required by the environment. Besides observing the fulfillment of functional requirements, as they are stated via the associated “whole” M(i-1,k) above, they have to contribute to satisfying non-functional requirements which are typical for the associated level i. As a consequence the formal models to be used in the different levels of a holarchy have to differ in their granularity. While on higher levels symbolic operations which reflect qualitative features will be dominant, the models of the lower levels will have to perform numerical and quantitative operations. 

To make the mathematical analysis of a holarchy feasible, it is advisable to choose the model-types for the different components M(i,j) as homogeneously as possible. To give an example, if we use for all components formal models of a dynamical system with input and output, then we are able to apply the concept of “dynamorphism” as introduced by M. Arbib (Pichler 1983) to describe the couplings between the different levels. Furthermore, in case of the existence of an effective method to decompose a specific type of dynamical system, we are able to build the network in a top-down manner starting from the dynamical system given on top.

The most important feature of an holarchical network, as defined by Arthur Koestler, concerns its self-regulating property. It is assumed that such a network adapts automatically to new requirements (as given by the environment) and automatically corrects internal faults by establishing a new configuration of its architecture. 

Self-regulation in that sense is only possible if every component possesses a certain degree of autonomy to be able to respond in the appropriate intelligent manner. The model-types of classical systems theory, which are by their tradition rather “mechanical”, have to be extended towards “biological” features such as learning, adaptation and others. In the following we try to sketch principal approaches to construct such extensions.

Examples for holonic components: Dynamical Systems

Dynamical systems, in the sense of their definition by Birkhoff-Mesarovic , with a causal (global) state-transition function can be extended in different ways to become “intelligent”. 

One method can be based on a goal-directed selection of the initial state so that a wanted I/0 behavior is generated. This compares to the method which we sketched above in the case of I/0 relations. A second method (which is rather “classical”) uses the feedback of reached states or output values via a control operation to influence the input values of the dynamic system. By a proper choice of the control operation we might get a wanted change of the dynamic behavior, for example a change of the “speed” of certain trajectories or an improvement of stability properties. The adaption of the dynamic behavior depends on the proper choice of the control operation. If this choice is based on learning from past experience we might consider a dynamical system equipped with feedback control as “intelligent”.

Another means to establish an intelligent behavior of a dynamical system is given by a goal-oriented change of its (global) state transition function.

In most cases it is reasonable to define this by a change of the (local) state transition function of an associated “generator” of the dynamical system (e.g. a differential equation or a finite state machine). In control theory this method is known as “variable structure control”. Specific examples of this method are known for dynamical systems defined by stochastic automata and Markoff chains.

A larger change of the dynamic properties of a dynamical system is reached by changing the state set (change of the cardinality, the dimension, the mathematical nature of state values etc.). However, this might result in a drastic change of the available mathematical means for systems-theoretical considerations.

An example in this direction is provided by certain changes of the state transition function such that chaotic behavior appears. In this case the different generated state trajectories generate in turn an attractor (in the most complex case this is a so-called “strange attractor”) which generates a state set of new quality and new quantity. At this time the question whether such a change of the state set is of practical value (for the kind of applications which are envisaged for the use of Koestler’s holarchy concept) must left be open.

3. Top Down Construction by Decomposition

The following sketches the basic systems-theoretical approach for the construction of a holarchical network N(M).

Partition of tasks

As we know, each component M(i,j) of an holarchical N(M) represents, for its associated “parts” T(,T2,...,Tl which “live” on the level i+1 below, a “whole”. There exists no direct coupling relation between the parts; the necessary “communication” has to be established via the whole M(i,j). If we answer the question, how for a given component M(i,j) (i=0,1,...,n-1) the associated parts T(,T2,...,Tl can be constructed, we have also the means to design by iteration “top-down” the whole network N(M) starting on level 0 with a initial given “machine” M. By E we denote the set of all functional and non-functional requirements which M has to fulfill. In this case we write M(E. 

The principal idea for our approach consists of the first step in the construction of a decomposition K(M0,M(,...,Ml) of M(i,j) into components Mi(i=0,1,...,l) which fulfill individually associated requirements Ei (i=0,1,...,l) such that their “union” covers E; E0(E((...(El(E. In this case we write K(M0,M(,...,Ml) ( M(i,j). In a second step we distribute the workload (= the tasks to be solved) of M(i,j). We determine that the component M0 of the decomposition K(M0,M(,...,Ml) will be executed by M(i,j) on level i. However, the components M(,M2,...,Ml, which are left, are only planned by M(i,j) on level i. Their execution is delegated to the associated parts T(,T2,...,Tl on level i+1 of the network. This requires that each part Ti (i=1,2,...,l) simulates the associated component Mi in such a way, that the set Ei of requirements which are assigned to Mi are fulfilled. A simulation of Mi by Ti is denoted by Ti (i Mi. Figure 1 shows, using a block-diagram the relation between the “whole” M, the decomposition K(M0,M(,...,Ml) and the associated “parts” T(,T2,...,Tl.

For the construction of a decomposition K(M0,M(,...,Ml) of M two different types of methods can be distinguished: for a given pair (E,M) one type is given by methods which establish a proper selection of components M0,M(,...,Ml (known to the designer by past experience) together with an applicable coupling relation K so that K(M0,M(,...,Ml) is a decomposition of M. Methods of this kind are here called “inductive”. The second type of methods, which we call “deductive methods”, compute by mathematical-logical reasoning, starting from a given M, an associated decomposition K(M0,M(,...,Ml). In this case the components Mi(i=0,1,2,...,l) of the decomposition are specific homorphic images of M which reflect certain structural and behavioral properties. The coupling relation K ensures it provable that K(M0,M(,...,Ml) simulates M such that M(E is valid.

Network top-down design

The design of the overal holarchical network is established by a top-down procedure, which starts with the set E(0) of requirements to be fulfilled by the model M(0) at top-level 0. The decomposition K(M0(0),M((0),...,Ml(0)) derived for M(0) determines the partition of the workload between level 0 and level 1. M0(0) describes the execution part of systems activity at level 0, M((0),...,Ml(0) determines the planning part of M(0) at level 0. The task of execution of this planning is delegated to the associated parts T((0),T2(0),...,Tl(0) at the next level 1 below. Each part Ti(0), i=1,2,...,l(0) is now considered as a formal model Mi(1) on level 1 which is the basis for a continuation of the procedure that is: decomposition into an execution part and a planning part, followed by the delegation of the planning part to the next level. After k steps the procedure stops at formal models Mi(k) which can be fully executed and do not require the delegation of a planning part to parts at a next level below. 

4. Realization of Holarchical Networks by Multi-Agent Systems

The concept of a “holon” and of “holarchy” as introduced by A. Koestler and the definition of an “agent” and of a “multi-agent system” as given by C. Ferber (1999) both have the goal in modeling complex distributed intelligent systems. Our goal is to point out that holons can be considered as agents and that a holarchy (a model which has a SOHO-structure as defined by A. Koestler) is a specific multi-agent system. If we are able to show this, the existing multi-agent methodology together with the associated multi-agent software technology can be used to realize holarchical systems.

Let us start in identifying Koestler’s holons as agents. Each holon of a SOHO-structure has the ability to interact with the overal environment. Furthermore for each holon there exist communication channels to its “master holon” above and to all holons which are subholons of it on the next layer. Koestler assumes from each holon of a SOHO-structure that it performs according to a overal performance criterion given for the whole holarchy. Each holon of a SOHO-structure is assumed to have special skills to offer services to its associated “master holon”. The ability of an agent of self-reproduction is a property which is specifically emphasized in Koestler’s definition of a holon. Furthermore a holon tries always to meet a given performance criterion under the given constraints in resources, skills and available information. We conclude that holons can be considered as agents. 

The conceptual framework of a SOHO-structure as introduced by Koestler is fully compatible with the elaborated modern concept of a multi-agent system (MAS). Since MAS methodology and the associated MAS software technology (regarding modeling and simulation) has reached a high standard, we are optimistic that they can provide the proper means to model and simulate the kind of complex biological or socio-economic systems which Koestler had in mind. Besides it should also be possible to apply MAS technology to the field of “Holonic Manufacturing Systems” (Kawamura (1997)), a field which has found international interest in Robotics and Manufacturing (Jacak (1999)).

To approach the concept of a “Multi-Agent Holarchy” we introduce the concept of an organisation in a MAS. After Morin 1977 (as cited in Ferber 1999) an organisation is defied as 

“an arrangement of relationships between components or individuals which produces a unit, or system, endowed with qualities not apprehended at the level of the components or individuals. The organisation links, in an interrelational manner, diverse elements or events or individuals, which thence forth become the components of a whole. It ensures a relatively high degree of interdependence and reliability, thus providing the system with the possibility of lasting for a certain length of time, despite chance disruptions”.

Therefor if we assume for a MAS to constitute a organisation we get a hierarchically ordered multilevel system.

Ferber 1999 comments on this part (p. 90):

“The concept of levels of organisation makes it possible to consider the embedding of one level into another. In the same way that, in biology, a cell is considered as being an organisation of macromolecules and at the same time an individual being for the multicellular organism of which it forms a part, we can similarly consider that an organisation is an aggregation of elements of a lower level and a component in organisations of a higher level).”

Furthermore this saying is supported by the following Figure 3.
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Figure 3: Agents at level n are grouped into organisations which can be considered at level n+1 as

individual entities. Inversely, individual entities at level n+1 can be seen at level n as organisations. 

The process can be repeated on any number of levels (from C. Ferber (1999))

We are now at the point, where we are able to compare A. Koestler’s concept of a holarchy with the concept of a multi agent system which is an organisation (organisational multi agent system OMAS).

Both are tree-like hierarchical structures with autonomous intelligent acting components being the nodes of the tree-structure. The architecture and the kind of components seems to be of the same kind. Although A. Koestler had with his “holons” models from the biological fields in mind he did not specify in detail their functional behavior or their structural internal properties. Here the conceptualisation is in case of agents on a advanced state of development and can be used for the construction of special types of holarchies. This applies also to concepts for a formal specification of holons where different formalism for agents are known. A further progress in methodological matters of “agent technology” with respect to Koestler’s framework its operationality with respect to software implementation. This allows the effective construction of simulators for multi agent systems and can naturally also be used to simulate holarchies. At the time of the appearance of Koestler’s work (1967) the science and art of model based simulation was still in an early stage. Furthermore Koestler himself had, as we guess, no close relations to computers and programming and did therefor probably not explore any application of simulation.

Agents, following the terminology of Ferber (1999) can realize different organisational function such as being a supplier (servicing customers), a mediator(managing execution requests), a planner (determining actions to be taken), a coordinator (distribution of actions and execution requests), a decision maker (taking the choice between different possible actions) or a executive (realizing actions).

Such functions can also be observed for holons. A difference is, however, that the holons of Koestler are according to their role in fulfilling an organisational function hierarchically ordered but the agents in an OMAS are seemingly all on the same level and they define as group-collections only virtually agents of conceptual abstract kind on levels above.

In the next chapter we will see that this difference is only artificial and we are able to remove this by assigning to holons the proper organisational function.

5. Comments

Arthur Koestler has made by his introduction of the SOHO-structure in hierarchical systems an important contribution to the field of “General Systems Theory” (in the sense of L. v. Bertalanffy) and specifically to the subject of “hierarchies”. The discussion which followed his lecture at “The Alpbach Symposium” in 1968 which included prominent scientists such as Ludwig von Bertalanffy (Buffalo), Paul A. Weiss (New York), and Viktor E. Frankl (Vienna) praised his attempt to reconcile atomism and holism. 

Since the time of Arthur Koestler a number of new modeling paradigms have been proposed. Systems Theory, the field which has to look at the formal structure of such modeling concepts, has the task of exploring such new developments concerning the possible available theories for problem solving. In connection with our “search for Koestler’s holons” the example of artificial neural networks and related constructions deserve primary attention. From a general point of view, such networks are hierarchical systems forming a kind of multi-layer model. Its nodes (e.g., an artificial neuron) could be considered as holons in the sense of Koestler. After a learning phase artificial neural networks perform an operation in the sense of Koestler’s output-hierarchy; an unstructured input signal becomes during its transformation by the artificial neural network a well structured signal, which can be classified. However, artificial neural networks, as they are usually defined, are very specific holarchies. Its holons, the artificial neurons, follow simple rules and have only limited power to change those rules. In addition every artificial neuron disregarding its associated level, has the same operational power. The aggregation of holons, to form a kind of “super holon” situated on a higher level, seems to be in this case not supported by existing theory. The modeling of artificial neural networks by the concept of a multi-strata hierarchy of some depth is therefore not feasible.  For artificial neural networks the trivial multi-strata decomposition consisting of a black-box to describe the behavior on the most upper level and the network of artificial neurons on the next lower level, seems therefore the only possible one. The improved modeling of artificial neural networks as a holarchy in the sense of Arthur Koestler, where the holons have with respect to their associated level different operational capabilities, seems to be still a subject of research. 

Another example is the (human) brain. Holons of a nontrivial kind in the brain, which could be the building blocks of a holarchy in the sense of Koestler and which have at the same time also a systemtheoretical formal structure, seem to also be unknown. We add here a speculation from the layman point of view: By specific inputs to the brain (probably well known by marketing experts) certain holons in the brain-holarchy are affected and lead to deterministic response actions (e.g., shopping for a certain product). However, considering the way by which nature determines the evolution of complex systems, one has reasons to be skeptical in finding Koestler’s holons in any holarchy built by nature. This applies also to the case of the (human) brain. 

Another set of examples of actual interest for holarchies is given by the praised global nets of people, computers, production unities, companies, countries etc. realized by transport channels for material, energy and information. From the point of Systems Theory we are advised to use coupling mechanism for the realisation of such channels in a controllable manner, such that for “higher” holons their associated functions can be predicated. An uncontrolled growth of such channels by the (unreflected) belief in a “free market” with associated mechanism for evolution should therefore be considered with scepsis. 

The construction of suitable holons, which allow integrating “lower” holons to achieve a wanted emergent operation, assumes that an “invention” is made and can therefore be considered as a part of “art”.  In other words and to point to specific examples, to “surf” in the internet or to browse through the content of books in a library, is only then of interest, if by such an activity an innovative idea for the construction of a wanted “holon” comes up. Otherwise the search for Koestler’s holons, even by usage of the best technologies, will have no success. 

6. Conclusion

The paper considers the concepts of “holon” and “holarchical networks” as introduced 30 years ago by A. Koestler to model complex systems in the biological and socio-economic fields. In addition it related these concepts to the modern concept of “agent” and “multi-agent system” which are currently in use in modeling and implementing distributed software-systems which assist intelligently the user. The comparison of these two approaches in modeling shows that multi-agent systems are appropriate conceptual means to realize Koestler’s complex systems with SOHO-structure. This gives us for the future some hope that the work of Koestler in modeling complex systems such as the dynamics of organizations of different kind has a chance to be continued.

On the other hand by following research goals stated by A. Koestler might also be fruitful to the further elaboration and extension of multi-agent systems methodology and the associated tools. 
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Figure 1: Example of the tree-like architecture of a holarchy












































